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on low-rank and sparse matrix

factorization
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Abstract. To improve effectiveness of personalized recommendation for innovation and en-
trepreneurship resource base of undergraduates, a personalized recommendation method for inno-
vation and entrepreneurship resource base of undergraduates based on low-rank and sparse matrix
factorization was proposed. Firstly, personalized recommendation model form for innovation and
entrepreneurship resource base of undergraduates was given and vector space model was used to
calculate the similarity between user configuration files and resource description. Secondly, low-
rank and sparse matrix factorization method was introduced to solve personalized recommendation
method for innovation and entrepreneurship resource base of undergraduates; finally, simulation
experiment verifies the effectiveness of the proposed method.

Key words. Sparse matrix, Innovation and entrepreneurship, Resource base, Personalized
recommendation.

1. Introduction

Innovation and entrepreneurship of undergraduates have developed considerably
in the recent decade and competition between innovation and entrepreneurship of
undergraduates also gradually needs undergraduates in need of innovation and en-
trepreneurship to master more accurate user demands and preferences, thus provid-
ing services or others for customers pertinently. Hence, a recommendation filtration
algorithm with high accuracy and high performance becomes very important[1].
Collaborative filtration recommendation can make full use of relationship between
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information, and be of high execution efficiency to get good recommendation result,
becoming current research hotspot[2].

As for collaborative filtration recommendation, domestic and foreign scholars
and experts have conducted a lot of in-depth researches. Up to now, there are
many collaborative filtration recommendation algorithms[3-6] and each collabora-
tive filtration recommendation algorithm has different operation thoughts. In actual
application, these collaborative filtration recommendation algorithms have their own
advantages and their defects are also very obvious: such as sparse data, cold start-
ing, poor extendibility [7-9]. To solve these defects, some scholars have proposed
adopting association rule data mining, Bayesian network, neural network, support
vector machine and other technologies [10-12] to improve recommendation accu-
racy of recommendation system and obtain good recommendation effect. However,
user interests are subject to comprehensive function and influence of several factors
and the similarity value of current collaborative filtration recommendation algo-
rithm is not scientific in accounting, lacks rationality, and ignores users’ interest
information. The recommendation precision remains to be further improved. [13].
Recently, researchers have shifted focus to research in data probability distribution
and it supports data sampling and drawing in submanifold environment space. To
detect potential manifold structure, manifold learning algorithm has been proposed,
such as local linear imbedding algorithm[7], Laplacian characteristic mapping algo-
rithm [8] etc. All these algorithms are built upon local invariance of data. According
to the latest research progress of matrix factorization and manifold learning, a new
non-negative matrix factorization algorithm for image normalization was proposed
in the Thesis and it is also built upon local invariance. Through building a nearest
neighbor, the geometrical information of data space was encoded. The objective is to
find a module-based representation space. If two nodes in the graph are connective,
the two corresponding data should be similar.

To realize the objective, we designed a new objective function for matrix fac-
torization and included it into its graphical structure. At the same time, a simple
optimization scheme was developed with gradient descent algorithm to realize iter-
ation update and optimization of personalized recommendation objective function
for innovation and entrepreneurship resource base of undergraduates.

2. Recommendation for innovation and entrepreneurship
resource of undergraduates

In this section, active users are provided with detailed methods to recommend in-
novation and entrepreneurship resources of undergraduates. Firstly, a basic method
suitable for vector space model was introduced in Section 2.1 and then detailing for
text vector of semantic similarity based on innovation and entrepreneurship resources
was shown in 2.2.
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2.1. Content-based vector space filtering

Vector space model (VSM) is a kind of calculation method for similarity in re-
source space commonly used in information retrieval field. Each innovation and
entrepreneurship resource is deemed as a dimension. Each file and character can
constitute n−dimension space vector. Vector element of each innovation and en-
trepreneurship resource in the resource base can be assigned with corresponding
weight, thus reflecting their importance in the resource base. These weights can
be calculated through term frequency (TF) and inverse document frequency (IDF).
specifically, a resource base di can be expressed as a vector [13].

−→
di = {wi1, wi2, · · · , win} . (1)

Where: n is total resource quantity in the resource base, wik
(
k = 1, · · · , n

)
is

weight of element k in the vector, then wik can be calculated as:

wi,k = TF (i, k)× IDF (k) =
|wk|
|di|
× 1og

n

|Dk|
. (2)

Where: |wk| is occurrence times of resource wk in the resource base di, |di| is
total resource quantity in the resource base, |Dk| is the quantity of including wk
document.

Then, document similarity can be calculated with cosine angle of vector in the
resource base. For example, the similarity between documents di and dj can be
calculated as:

sim(di, dj) = cos ine(
−→
di ,
−→
dj ) =

−→
di ·
−→
dj

|
−→
di | × |

−→
dj |

. (3)

In the proposed method, vector space model is used to calculate the similarity
between user configuration file and resource description. User configuration file is
defined as a group of keywords for resources browsed by him recently and resource
description is all texts used to describe resources.

Specifically, a resource base of innovation and entrepreneurship resources for m
undergraduates is considered, with active users ua viewing resources ra. Suppose
m resource contains n different resources, , let di as text description of resource
ri
(
i = 1, · · · ,m

)
, then it can be expressed as

−→
di = {wi1, wi2, · · · , win}, with wik(

k = 1, · · · , n
)
as TF-IDF weight of corresponding resource element k in the de-

scription of resource text. It can be calculated as per Equation (2).
Let {k1, k2, . . . , kt} as t key resources of resource ra recently browsed by user

h. Considering that these historic keywords are taken as an query qa. Such query
can be expressed as vector in the same resource description space.

−→qa = {wa1, wa2, · · · , wan} . (4)

Where −→qa is weight of corresponding resource semantics in query.
Then, according to Equation (3), the calculation form of similarity between query
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qa and resource base di is:

sim(qa, di) =

−→
di · −→qa
|
−→
di | × |−→qa |

=

n∑
k=1

wakwik√
n∑
k=1

w2
ak ×

√
n∑
k=1

w2
ik

. (5)

Equation (5) is applied to all di ∈ {1, 2, · · · , N}. Then, resources are sorted
in descending order as per calculation value of similarity with qa. Finally, top-k
resource selection is conducted for active users in historic key resources of related
resources.

As resources can appear in different forms (such as singular or plural forms),
tense (such as present, past or future tenses), before similarity calculation, it is
required to treat resources correspondingly. In addition, in terms of key resources
which may be singular or plural resources, resource description can be pre-treated
through plural resource recognition matching historic key resources. Through this
identification, plural resources can be deemed as singular resources.

On the basis of above pretreatment process, Equation (2) (TF-IDF) and Equation
(5) (VSM) can be used to calculate the similarity between resource base di and query
qa.

2.2. Query of resource similarity matching

Polysemy resource and synonymy resource are a common problem faced by text
processing. if only syntax matching of resource is processed without consideration
of semantic similarity, it is easy to miss potential matching with different resources
and the same meaning. In this section, similarity integration method of resource
semantics is proposed to more accurately identify innovation and entrepreneurship
resources of undergraduates. Different from previous literature, the Thesis mainly
focuses on resource matching instead of semantic similarity. In the experiment in
the Thesis, the form of literature [14] is adopted for similarity matching and this
method is a high-precision calculation method for similarity of resource semantics
based on Wikipedia data set.

Considering that the key resource list of resource h browsed by active user ua
recently is: qa = {k1, k2, . . . , kt} and the list is taken as query. For each resource
ri considered to match query qa, it is suggested that resource description should be
used to substitute each resource. For example, di can be used to substitute similar
semantics in query, although it does not appear in key resources queried. Resource
semantics weight of resource description is updated according to calculation value
for similarity between queried semantics and selected resource semantics. Finally,
resource and weight resource under query are represented with TF-IDF and VSM
method is used to calculate their similarity.

Specifically, considering that the occurrence times of resource vx in resource de-
scription di is ox. Suppose vx is the resource which is the most similar to key resource
ky in query qa in semantics and the similarity value is s (vx, ky) ∈ (0, 1). ky is used
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to substitute resource vx in resource base di and its weight value is updated to
wxy = oxs (vx, ky). It means that if resource vx in resource base di occurs for ox
times, it can be deemed that resource ky in resource base di occurs for oxs (vx, ky)
times. Above substitution process is executed repeatedly for all resources in resource
base di.

In consideration of calculation example of similarity between resource base di and
query qa as stated in Section 2.1, resource in query qa of resource base di is used to
substitute the most similar resource semantics, specifically as shown in Table 1. For
example, resource “domain” in the resource di is substituted with resource “resource”
in query qa and its weight is updated to be 1× 0.015 = 0.015.

Suppose n1 resources in resource base di are substituted with k1 and their weights
are updated to be{w11, w21, · · · , wn11}. n2resources in resource base di are sub-
stituted with k2and their weights are updated to be {w12, w22, · · · , wn12}. n0 re-
sources in resource base di are not substituted with any resource in query. Resource
description di is changed to:

d′i = {k1, k2, · · · , kt, kt+1, · · · , kt+n0} . (6)

Corresponding weight is:

w =


n1∑
j=1

ωj1,

n2∑
j=2

ωj2, · · · ,
n2∑
j=1

ωj2, 0, · · · , 0

 . (7)

The similarity between la and di can be obtained through calculating the simi-
larity between qa and d′i. For corresponding weights of kt+1, · · · , kt+n0

in Equation
(12) are 0, these elements can be eliminated from d′i. Spatial vector dimension of d′i
is changed to be consistent with qa. Then TF-IDF of resource in resource base di
and query qa is calculated according to Equation (2) and the similarity is calculated
with VSM in Equation (5). Finally, similar resources of top-k are selected according
to the similarity between resource base di and query qa.

3. Recommendation algorithm for semi-supervised
innovation and entrepreneurship resource base of

undergraduates with gradient descent

In this section, on the basis of discussion about non-negative matrix factorization
for recommendation of innovation and entrepreneurship resource base of undergrad-
uates in last section, firstly, the recommendation framework for regularized and
semi-supervised innovation and entrepreneurship resource base of undergraduates
based on potential space is proposed and how to apply it to NMF is discussed (see
Section 3.1). Then, some specific solutions are proposed (see Section 3.2). Finally,
calculation complexity calculation of the algorithm is provided (see Section 3.3).
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3.1. Non-negative matrix factorization for recommenda-
tion of innovation and entrepreneurship resource base
of undergraduates

During network generation, aij is an observational variable and it indicates the
probability of interaction between resource i and resource j. Suppose the probability
of connection between existing resource i and resource j is determined by whether
the generated edge and edge belong to the same community. Two talent variables
are defined to be W = [wik] ∈ RN×K+ and H = [vjk] ∈ RN×K+ and their elements
wik and vjk respectively indicate the probability that inner edge and outer edge
generated by node i belong to community k. These latent variables also mean the
probability that node i belongs to inner or outer community k. Each row of W or H
can be deemed as resource membership distribution, as shown in Fig. 1. Hence, the
probability of mutual connection between resource i and resource j can be expressed
as:

âij =

K∑
k=1

wikvjk . (8)

Hence, the recommendation of innovation and entrepreneurship resource base of
undergraduates can be transformed to NMF problem, namely Â = WHT . In each
row of W or H, the element with the largest grade is community. If network is
directed, adjacent matrix is asymmetrical. If network is undirected, adjacent matrix
is symmetrical. There is a gap of constant multiplication factor for factorization ofW
or H. In this Thesis, focus is put on researching un-weighted network and H is used
to determine node membership. From the perspective of cluster, the factorization
process can be projected to K-dimension potential space as N -dimension in adjacent
matrix.

As for quality quantization of factorization result, there are two commonly used
objective functions. The first is square loss function, which is equivalent to Frobenius
square norm of difference between two matrixes:

LLSE(A,WHT ) = ||A−WHT ||2F . (9)

Kullback-leibleer(KL)The second objective function is defined according to Kullback-
leibleer (KL) divergence of two matrixes:

LKL(A,WHT ) = KL(A||WHT ) . (10)

Different types of objective functions shall be selected for different application
programs. A modified form of NMF algorithm is SNMF which introduces symmetri-
cal constraint framework to NMF algorithm. If network is connected and undirected,
adjacent matrix is symmetrical. Hence, the factorization process should be symmet-
rical. Then the modified form of square loss function is;

LSYM (A,HHT ) = ||A−HHT ||2F . (11)

As LLSE , LKL and LSYM are non-convex for W and H, it is difficult to adopt
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heuristic optimization algorithm to find global minimum value of these loss functions
with W and H are all existing. However, if LLSE , LKL and LSYM are convex for
W or H, LLSE can be optimized through iterative optimization algorithm:

wik ← wik
(AH)ik

(WHTH)ik

vjk ← vjk
(ATH)jk

(HWTW )jk

(12)

Similarly, LKL and LSYM can be respectively solved through the following two
update schemes: 

wik ← wik

∑
j (aijvjk/

∑
k wikvjk)∑

j vjk

vjk ← vjk

∑
j (aijwik/

∑
k wikvjk)∑

i wik

(13)


wik ← wik

∑
j (aijvjk/

∑
k wikvjk)∑

j vjk

vik ← vik(
1

2
+

(AH)ik
(2HHTH)ik

)

(14)

Input of recommendation algorithm for innovation and entrepreneurship resource
base of undergraduates is network topology information and it can be expressed as
adjacent matrix. Most recommendation algorithms for innovation and entrepreneur-
ship resource base of undergraduates firstly obtain a new matrix of adjacent matrix
through minimization of objective function. New matrix can be expressed in latent
variable space. Then, the algorithm clusters row in the new matrix and k mean value
cluster or other cluster algorithms are used to classify nodes. Hence, it is similar to
the cluster process in latent variable space.

On the basis of definition of above index, regularization item Rβ (O,H), β ∈
{LSE,KL}, the objective function of its topology information can be defined as:

Fα,β (H |A,O ) = Lα(A,H) + λRβ (O,H) . (15)

Where α ∈ {LSE,KL, SYM,MOD,ADJ,LAP,NLAP}, λ is balance parame-
ter of topology information and prior information. Under most cases, the value of
symbol λ is positive. As for the first term in LADJ or LMOD, the value of symbol
λis negative, for these terms need to be maximized and the second term needs to be
minimized. For convenience of calculation, the same distance function is selected for
two parts in Equation (14). When α ∈ {LSE, SYM,MOD,ADJ,LAP,NLAP},
β = LSE; when α = KL, β = KL. Hence, the following objective function can be
obtained:

FLSE (H |A,O ) = ||A−WHT ||2F + λTr(HTLH) . (16)

FSYM (H |A,O ) = ||A−HHT ||2F + λTr(HTLH) . (17)
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FKL (H |A,O ) =

N∑
i=1

N∑
j=1

(aij log

(
aij∑K

k=1 wikvjk

)
+

K∑
k=1

wikvjk

− aij +
λ

2

N∑
i=1

N∑
j=1

K∑
k=1

(
vik log

(
vik
vjk

))
+ vjk log

(
vjk
vik

) (18)

FMOD (H |A,O ) = −Tr(HTBH) + λTr(HTLH) . (19)

FLAP (H |A,O ) = Tr(HT (D −A)H) + λTr(HTLH) . (20)

Focus will be put on introducing how to solve these optimized objective functions
in next section.

3.2. Optimization rule based on matrix trace and Frobenius
norm

As objective functions FLSE , FSYM and FKL in the proposed framework are
non-convex relative to H and W , it is difficult to obtain global minimum value
point with simple iteration algorithm. In this section, three iteration update rules
are developed for three forms of objective functions in this section to obtain local
minimum value of objection function.

With FLSE objective function in Equation (15) as an example, based on ma-
trix trace and Frobenius norm characteristics [13∼14], such as Tr(A) = Tr(AT ),
Tr(AB) = Tr(BA) and ||A||2F = Tr

(
AAT

)
, then the modified form of FLSE can

be:

FLSE (H |A,O ) =Tr((A−WHT )(A−WHT )T )

+ λTr(HTLH) = Tr(AAT ) + Tr(WHTHWT )

− 2Tr(AHWT ) + λTr(HTLH) .

(21)

Through respectively introducing Lagrangian multipliers ψ = [ψij ] ∈ RN×K and
Φ = [ϕij ] ∈ RN×K for W = [wij ] ≥ 0 and H = [hij ] ≥ 0, LLSE form of Lagrangian
operator is

LLSE =Tr(AAT ) + Tr(WHTHWT )− 2Tr(AHWT )

+ λTr(HTLH) + Tr(ψWT ) + Tr(ΦHT ) .
(22)

To calculate minimum value of LLSE under H and W parameters, the following
can be obtained through solving partial derivative form:

∂LLSE
∂W

= −2AH + 2WHTH + ψ . (23)
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∂LLSE
∂H

= −2ATW + 2HWTW + 2λLH + Φ . (24)

In combination with partial derivative equaling to ψikwik = 0 and Karush–Kuhn–
Tucker condition equation ϕjkhjk = 0, the solution to wik and hjk can be:

−(AH)ikwik + (WHTH)ikwik = 0 . (25)

−(ATW )jkvjk + (HWTW )jkvjk + λ(LH)jkvjk = 0 . (26)

Finally, the following objective update rules are obtained:
wik ← wik

(AH)ik
(WHTH)ik

vjk ← vjk

(
ATW + λOH

)
jk

(HWTW + λDH)jk

(27)

When λ = 0, update rule in Equation (26) is degraded to that as shown in Equation
(5). Such rule is based on update rule of standard NMF of Euclidean distance.

Similarly, the objective update rule of minimized FSYM can be:

vik ← vik
(AH + λ′′OH)ik

(HHTH + λ′DH)ik
. (28)

To ensure equation consistency, λ′′ = 2λ′.
Then, FKL is minimized with the same method and the form of update rule is:

wik ← wik

∑
j (aijvjk/

∑
k wikvjk)∑

j vjk

vk ← (
∑
i

wikI + λL)−1v̂k

(29)

Where, hk is line k in H and I is N ×N unit matrix and:

ĥk =


h1k

∑
i (ai1wik/

∑
k wikh1k)

h2k
∑
i (ai2wik/

∑
k wikh2k)

...
hNk

∑
i (aiNwik/

∑
k wikhNk)

 . (30)

3.3. Solution with gradient descent method

Gradient descent method is also called the steepest descent method and its theo-
retical basis is the concept of gradient. The relation between gradient and directional
derivative is that: the gradient direction is consistent with the direction of maxi-
mum directional derivative and the model of the gradient is maximum value for
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directional derivative of function at the point[15]. The advantage of solution to op-
timization with gradient descent method lies that the realization of the algorithm is
simple. With gradient update rule, the convergence rate is fast. It is of high practi-
cal value for recommendation for innovation and entrepreneurship resource base of
undergraduates, especially recommendation of complex resources. On the basis of
update iteration rule of above objective function, gradient descent method is used
for objective optimization and calculation pseudocode is shown in algorithm 1.

Algorithm 1: recommendation for innovation and entrepreneurship resource base
of undergraduates based on gradient descent method

1. Initiative: randomly select any number in the value scope

2. Operate repeatedly:

Calculate objective value:

FLSE (H |A,O ) = ||A−WHT ||2F + λTr(HTLH)

FSYM (H |A,O ) = ||A−HHT ||2F + λTr(HTLH)

FKL (H |A,O ) =
N∑
i=1

N∑
j=1

(aij log

(
aij∑K

k=1
wikvjk

)
+

K∑
k=1

wikvjk

− aij + λ
2

N∑
i=1

N∑
j=1

K∑
k=1

(
vik log

(
vik
vjk

))
+ hjk log

(
vjk
vik

)
Judge whether it reaches the ending point: if the absolute value of difference between the
previous and the present function values is less than the threshold value, jump out of the
circulation; otherwise, it will continue;

Update community division: 
wik ← wik

(AH)ik
(WHTH)ik

vjk ← vjk
(ATW+λOH)

jk

(HWTW+λDH)
jk

vik ← vik
(AH + λ′′OH)ik

(HHTH + λ′DH)ik
wik ← wik

∑
j (aijvjk/

∑
k wikvjk)∑

j vjk

vk ← (
∑
i
wikI + λL)−1v̂k

3. Output final result

4. Experiment analysis

Visual C++ programming is adopted for simulation test in the computers of
Intel(R) Core i5-3337U 3.0GHz CPU, 4GB RAM, Windows XP operating systems.
Data come from public data set MovieLens and its description is shown in Literature
[11].
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4.1. Comparison of recommendation precision

When the nearest neighbor is 35, recommendation algorithm is adopted to solve
the problem. Specific result is shown in Fig. 1. It can be seen clearly from Fig. 1
that the MAE value of collaborative filtering recommendation algorithm in the The-
sis is lower than the comparison algorithm, effectively improving recommendation
precision and obtaining ideal recommendation result.
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Number of training sample: number of testing sample
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A
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Literature [15]

Literature [16]

 
  

Fig. 1. Comparison of recommendation precision in different algorithms

4.2. Result analysis under cold starting conditions

To simulate cold starting conditions, 10 users are selected and their evaluation
information is deleted, with result shown in Fig. 2. Through detailed analysis for Fig.
2, the collaborative filtering recommendation algorithm integrating user’s scoring
and attribute similarity in the Thesis can solve the current existing problem that the
recommendation algorithm cannot be implemented under cold starting conditions,
improving recommendation precision and obtaining more superior recommendation
result.

 
  Fig. 2. Comparison of algorithm performance under cold starting conditions
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4.3. Performance comparison under different spareness

The recommendation error of different data spareness is shown in Fig. 3. There
is approximately linear change relation between data spareness and MAE. However,
under equal conditions, compared with comparison results in Literatures [15] [16],
it is found that MAE value of recommendation result by algorithm in the Thesis is
smaller. Hence, the recommendation precision of algorithm in the Thesis is superior
to algorithm in Literatures [15] [16] under equal conditions.

 
  Fig. 3. Performance comparison of three algorithms under three different spareness

4.4. Generality test

To verify the generality of collaborative filtering recommendation algorithm inte-
grating user’s scoring and attribute similarity in the Thesis, we select Book-Crossing
data set for simulation test, with information of 287558 users and 1491807 scoring
data for 231797 E-books. We adopt scoring system for evaluation modeling of data
in range [0, 10], with 1 for the highest score and 0 for the lowest score. The experi-
ment results of different algorithms are shown in Fig. 4. It can be known from Fig.
4 that compared with other collaborative filtering recommendation algorithm, the
MAE of collaborative filtering recommendation algorithm in the Thesis is also the
minimum and the recommendation precision is higher. It further proves superiority
of algorithm in the Thesis and good generality.

5. Conclusion

A gradient descent algorithm for recommendation of semi-supervised innovation
and entrepreneurship resource base of undergraduates based on low-rank and sparse
matrix factorization is proposed in the Thesis and recommendation framework of
semi-supervised innovation and entrepreneurship resource base of undergraduates
based on low-rank and sparse matrix factorization is built on the basis of expression
form of latent space. In addition, optimization rule of gradient descent algorithm for
recommendation of semi-supervised innovation and entrepreneurship resource base
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Fig. 4. Performance comparison with classic algorithm

of undergraduates is built on the basis of matrix trace and Frobenius norm. Experi-
ment results prove effectiveness of the proposed method. As the calculation efficiency
of recommendation of large online innovation and entrepreneurship resource base of
undergraduates is considered too much in the design of the algorithm, with gradient
descent algorithm adopted, we seek to obtain local extreme point for recommen-
dation of innovation and entrepreneurship resource base of undergraduates. How
to better improve approximation accuracy of local extreme point is next research
emphasis.
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